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Abstract

This report provides a landscape analysis of models of governance for open data sharing based on our
observations in the biomedical sciences. We offer an overview of those observations and show areas where
we think this work can expand to supply further support for open data sharing outside the sciences.

The central argument of this paper is that the “right” system of governance is determined by �rst
understanding the nature of the collaborative activities intended. These activities map to types of governance
structures, which in turn can be built out of standardized parts — what we call governance design patterns. In
this way, governance for data science can be easy to build, follow key laws and ethics regimes, and enable
innovative models of collaboration. We provide an initial survey of structures and design patterns, as well as
examples of how we leverage this approach to rapidly build out ethics-centered governance in biomedical
research.

As this paper itself will be deposited in GitHub, we also envision a contributory process whereby this
inventory can be extended with more resources and links over time. We can envision communities using these
design resources to create clearly governed networks. We can also imagine small private collectives amongst
corporations and their partners, both academic and smaller businesses, using these designs as a “stack” to
govern data science beyond biomedical research.

While there is no one-size-�ts-all solution, we argue for learning from ongoing data science collaborations and
building on from existing standards and tools. And in so doing, we argue for data governance as a discipline
worthy of expertise, attention, standards, and innovation.



Introduction to Data Governance

Data scientists in the 21st century, like physicists in the last one, must reckon with the power they have to
change the world forever. The 2010s showed that unrestricted personal data surveillance can hack at the
roots of society itself — changing elections and undermining collective trust in truth and experts.1  Data
companies are now struggling to institute governance after-the-fact, building advisory boards, and attaching
�ags to posts.

In medical research, we are regulated towards values in data connected to bene�cence, for example –
research should help, not make things worse, for a patient. In consumer technology the values discussion is
often around free speech, or growth. Either way, data about people and the world is inseparable from the
values that underlie its creation and application.

It is not just data points, but data collections, which enable and constrain the world of possible analysis, that
connects to those values. But data scientists, particularly in non-regulated settings, often work without
institutions, guideposts, or guardrails — without governance. The outcome is a mishmash of algorithmic
inference that is inaccurate at best, racist and divisive at worst.2

Governance is a broad term. In a general sense, governance is a system of setting policy to encourage and
prohibit behaviors, to monitor and enforce such policy, and to issue penalties or rewards accordingly.
Governance is embodied in laws or other rules to tell humans (or machines) what they cannot do, or to
incentivize them to try to do things they might not do otherwise. It can also be hardwired into tools
(e.g. choice of data type) to prevent them from ever being able to do prohibited things, or to only be able to do
things that are encouraged. Some aspects of governance are explicit — either codi�ed into rules (written in
natural language or computer code) or embodied in the very structure of equipment. Other aspects of
governance are implicit — existing as cultural norms or tacit knowledge passed from person to person in
practice.

In the context of biomedical research, we de�ne governance as the freedoms, constraints, and incentives that
determine how two or more parties manage the ingress, storage, analysis, and egress of data, tools, methods,
and knowledge amongst themselves and with others.

Each step requires software, storage, compute power, know-how, and access to external digital resources.
Each step further involves communication and negotiation. The resulting co-created knowledge is also more
than just a publication in an academic journal, comprising mathematical models, networks, graphs, or other
complex analyses, systems, or representations. Validating the claims in that knowledge may require access to
analytic scripts written expressly for the data as well as enough infrastructure to re-run the entire analysis.
The “data” in data science thus means more than just a literal data �le.

Complicating matters further, different scienti�c communities manage governance very differently — high
energy physics is the ultimate collaborative and standards-based �eld for governance, while in the �eld of
biology governance remains individualized and often artisanal. This difference in governance intertwines with
the nature of data and its collection: physicists are long accustomed to sharing large-scale equipment to
generate, while biologists typically work in individualized laboratory settings with local data-generating
equipment.3

This paper argues that the “right” system of governance (including the “right” types and quantities of
resources for governing) is determined by the nature of the collaborative activities intended. Concordantly, if
our current system of governance is misaligned with our collaborative intent, and we want to transition to a
system that is better aligned, then our transition strategy must be determined by an understanding of both
the “as-is” and the “to-be” forms of collaboration.



As we will see in greater detail below, much scienti�c data governance revolves around how available data will
be (i.e., how many and what types of people can access it) and how many freedoms are given to those who can
access it (i.e., what conditions limit how can they use it). To understand these attributes of collaboration in
context, consider the following examples.

First, a sensitive data set composed of a million mammograms with identi�able information could be powerful
for studying breast cancer, if made widely available. But such a data set is enormous, costing tens of thousands
of dollars in cloud fees just to transfer and store it, and more to analyze it. Further, its privacy implications
would make its distribution complex, signi�cantly constricting users. The right data governance approach can
unlock that data set while balancing cost and privacy, allowing rigorously vetted users to apply for access to
compute on it, privately, while preventing data extraction4  and undesired uses.5

Similarly, a data set that extracts sensor information about Parkinson’s disease from the phones of 15,000
people could drive new insights both into how the disease progresses, and into how we can use phones to
study disease. We can study memory, phonation, and gait over time with no devices other than a smartphone.
Such a data set would be far less identi�able than the mammograms, and smaller. Thus, its data governance
can, in turn, leverage broader distribution and lower barriers to access, allowing a large audience of lightly
vetted users to download, process, and publish new insights.6

These two examples are real-life examples from Sage Bionetworks (the DREAM digital mammography
challenge and the mPower observational study of Parkinsons). They connect fundamentally through the
conviction that there is not a simple answer to how we might govern data. Instead, we must look to technical
realities, contractual methods, and, most importantly, how they can work together to unlock responsible data
use in the service of more reliable claims from data science.

Importantly, our own focus is in biomedical research data sharing. This focus invokes a series of privacy laws
and regulations relating to the identi�ability of the data — its mismanagement has done direct harm to
people7  and the variable nature of the data makes aggregation from across multiple sources complex. For us,
the context under which data were collected will bound the ways the data can be meaningfully used. Thus,
data sharing in our space regularly requires nuance and customization.8  While our space has been an outlier
compared to consumer data and government open data, the increasing likelihood of data protection
legislation around the globe means our examples may re�ect a looming future for all data about individuals.

The good news is that these examples also point to a designable future that leverages a few key governance
models to capture most of the common governance patterns encountered, with customization around the
edges to reach the most complex patterns speci�c to any particular data set. We introduce the concept of
governance structures to describe the models that we see forming over time. We also introduce the concept
of governance design patterns to describe reusable elements of governance, such as standard contract
language or user interfaces. These design patterns offer another path to governing open science: they codify a
variety of research collaborations which, in turn, make more data more open. They represent a potential
future direction for data governance as a discipline.

The rest of the paper will be as follows. We will account for major structures of scienti�c collaboration,
including how suited each structure is to meeting open science goals. We will detail each governance
structure in terms of a few key attributes, including availability and freedom. Next, we will discuss the
governance design patterns associated with each of the collaborative patterns. This will lead into a discussion
about how to transition data resources from one governance design to another — a form of data publication.
Finally, we offer two example projects currently underway at Sage Bionetworks to make concrete the
preceding concepts of governance structures and governance design patterns.

Key Governance Concepts



Collaborations can embody a mixture of different forms of data movement and exportation, freedoms and
restrictions on analysis, and openness and closure. In practice, we �nd that parties hold different ideas of what
open, closed, accessible, �ndable, and interoperable actually mean. We are inspired by the FAIR principles —
meaning an analysis of data as Findable, Accessible, Interoperable, Reusable — that are widely adopted in the
life sciences,9  but their strength as a general standard also limits their application inside our own governance
requirements. In this section, we will explain our own de�nitions of these and other terms.

We have chosen Availability and Freedoms as our two key attributes for characterizing collaborations,
recognizing that both terms contain multitudes and, in some cases, may con�ict with existing uses.

Availability: the size of the population to whom a speci�c data set is available.

Our �rst attribute is the total potential size of the user base for a given data set. This allows us to segment
various kinds of collaboration projects by a clear metric of user population size. Here we examine concepts
such as: exclusion of classes of users based on their employment (e.g., non-commercial restrictions) or training
(e.g., allowance for formally trained and federally funded scientists), and requirements for transaction costs,
such as registration, statements of intended use, and identity validation. Community scientists from non-
traditional research settings are often excluded by these classes when concepts of availability are not
intentionally designed into governance structures.

Freedoms: the scale of the constraints under which a user must work.

Thus, our second attribute concerns the ways that governance grants or restricts users’ rights to use the data.
This measure is more qualitative than user population size, and forms more of a heuristic than a metric.
Questions addressed include: Can the data be downloaded or redistributed? Are there �elds of inquiry that
are excluded? Is ethical oversight needed? Is exploratory use granted? And so forth.

Open: the data are available under an explicit, pre-negotiated license that guarantees, at minimum, their
ability to be downloaded and used for unrestricted data analysis.

This de�nition focuses on granting, in advance, the rights to reuse data locally, and includes open licenses such
as Creative Commons Zero, the Open Database License, and Microsoft’s Open Use of Data Agreement.

Closed: the data are only available via petition to the data owner.

This de�nition encompasses most day-to-day data practice.

Restricted: there are regulatory or ethical restrictions on the data that necessarily constrain their
availability.

This de�nition contemplates, in particular, privacy and data protection law, but also constraints such as those
present on data from indigenous peoples and tribal nations.

Governance structure: a form of research collaboration governance, as characterized by the number and
nature of relationships among parties, the relative degrees of availability of data and freedoms to use
them, and instantiated by a contract (or other legal language) plus other, subordinate modules (e.g., user
quali�cation mechanisms).

This de�nition asserts that governance takes forms over time that are observable and repeatable.

Governance Design Pattern (or simply “pattern”): a module within a governance structure, i.e., a concrete
artifact (e.g., boilerplate language for rules, or algorithms to data monitor sharing).



This de�nition asserts that governance structures are composed of speci�c and reusable patterns.



Governance Structures

Effective data use traditionally starts not with, “what data do we have?” but instead with, “what hypothesis do
we propose to explore?” The advent of machine learning adds to this, “what hypotheses are afforded by these
data?” These two questions create speci�c local cases with wide and diverse requirements: what data to
acquire, how to bring them into systems, how to store them, how to analyze them, how to share downstream
knowledge.

Because of this diversity, what is appropriate data handling in one project may not be appropriate in another.
Notably, open approaches to data access do not consistently lead to their responsible and reliable reuse.10

This has made the process of data governance itself dif�cult to “open source” — simply giving away a clinical
protocol, data management process, or metadata schema under an open source license does not ensure
meaningful data reuse.

Openness itself merits interrogation. A key requirement for data governance to consider in this context is:
what does “open” mean to different people, and different groups, over time? Openness does not work for
everyone, everywhere. Many groups traditionally under-represented in medical research have endured
systemic, ongoing betrayals of trust in how data and samples are collected and used.11  These same groups are
also often the least served by the medical systems, and the most surveilled by the state.12  We must therefore
design governance structures and governance design patterns that support the contextual desire to restrict
data availability13  while recognizing that frameworks exist for investigating boundaries and information
sharing.14  We must also develop the ability bring every group into governance designs, to explore when, how,
and to whom they might be comfortable allowing access over time, and governance appropriate for those
uses.15

While research collaborations are unique, there are commonalities they share. At Sage Bionetworks, we have
observed regular, relatively stable structures that work well over time. We will refer to these as governance
structures.

The major governance structures we have observed are the following:

Pairwise (One-to-one): Two parties agree to work together and/or share on a data set in some fashion,
typically with a closed contract or an informal agreement. The negotiation terms depend on the relative
status of the parties and/or the value of the data and knowledge.
Open source (One-to-many or some-to-many): Data are distributed for reuse with a license de�ning reuse
rights and conditions. The creator is in charge of the negotiation at �rst (choice of license), but then rights
to analyze and redistribute are permanently transferred to the user. This is typical of a centralized project
in the sciences, i.e., the Human Genome Project.16

Federated Query (Many-to-many, via platform): Data are housed in a variety of locations, and users are
able to query to those local data simultaneously. Typically restricted to pre-con�gured queries (rather than
data exploration) and may require registration before use.17

Trusted research environment (Many-to-some): Data are housed in a central location under a contractual
regime including data transfer and use agreements. Users apply to use the data. Users must “visit” the data
rather than download them, agree to be known, and, in some cases, agree to be surveilled by a data
steward.18

Model-to-data (One-to-many): Data are held by a steward who is responsible for running algorithms on the
behalf of researchers. In some cases, a synthetic version of the data may be released openly to facilitate
model training. Researchers develop algorithms, send them to the steward, and receive back output of
their analysis as run on the real dataset. The variety of analyses that may be performed is restricted by this
structure, because the data steward must ensure data are speci�cally curated for any analytical question
at hand.5,19



Open citizen science (Many-to-many): Rights to use and distribute data are often fully decentralized via
license or contract. Open citizen science is a peer-to-peer version of open source science.20

Clubs and Trusts (Some-to-some): This is a common version of collaboration in biomedical research.
Clubs21  and Trusts22  are versions of a common pool resource: a group of people and/or institutions who
agree to share resources towards a common goal. Control over the development and negotiation of data
sharing and use terms is often held by the founders / settlers (and/or funders) and then can be distributed
amongst club participants.21  Importantly, clubs that operate in the cloud can easily publish data products
that are more “open” than the club itself.
Closed: Data are held privately by a single party.
Closed and Restricted: Data are held privately in order to protect a population, meet a legal requirement,
or protect a secret.

Table 1:  Governance structures and their attributes

Governance
structure

Number and
linkage of parties

Degree of data
Availability

Degree of freedom
to use data

Challenges
common to the

governance
success

Primary
governance design

pattern

Pairwise One-to-one Medium/High Medium/High
Uneven status of
parties, value of
data

Informal or closed
contract

Open Source
One/some-to-
many

High High
Rights
permanently
granted to user

License

Federated Query
Many-to-many, via
platform

High Medium/Low
Defection of
creators

Contract and club
rules

Trusted Research
Environment

One/some-to-
many

Medium/Low Medium/Low
Users agree to be
known, surveilled

Data transfer and
use agreements

Model-to-Data One-to-many High Low
Not all who apply
can use data

Restricted
analyses, data
curation

Open Citizen
Science

Many-to-many High High
Capacity for
analysis is uneven

Contract or license

Clubs, Trusts Some-to-some Medium/Low High

Easy to create
things governed
more liberally.
Trusteeship can be
revoked.

Club / Trust rules

Closed Many (to none) Low High
Fundamental limits
to collaboration

Public laws,
security protocols

Closed and
Restricted

Some (to none) Low Low
Fundamental limits
to collaboration

Public laws,
security protocols

How many parties are involved, who is in charge of the negotiation, how signi�cantly are the data regulated or
the sensitive nature of the data — these are all attributes that can be used to characterize the governance
structure. From the many potential attributes, we choose to organize governance structures by a) how
broadly available they are — the total potential size of the user base — and b) how many freedoms a user has
to freely use and distribute the data.

These two attributes are “upstream” from decisions such as which license to use, and form a pair of axes on
which to orient structural governance analysis. These attributes provide a standardized form to describe
governance structures in which one, some, or many parties either provide or use data, and the freedom to use
and distribute data is variable.



Figure 1:  Governance structures and their relationship types, by relative amounts of availability and freedom



Figure 2:  Governance structure and process �ow for pairwise collaborations



Figure 3:  Governance structure and process �ow for open source collaborations



Figure 4:  Governance structure and process �ow for federated query

Figure 5:  Governance structure and process �ow for model-to-data



Figure 6:  Governance structure and process �ow for trusted researcer environment

Governance structures are abstractions, not turnkey solutions that we can provide to would-be collaborators,
whether open or closed. These structures are most useful to orient data collaborations: do we want a club, or
a trusted environment? By asking these questions about how available data will be, and how much freedom a
user will have to analyze and distribute, we can quickly identify the goals of the collaborating parties and
move into drafting contract structures.

These structures employ governance design patterns: standard contracts and contractual language, user
interfaces, teaching toolkits, and software templates. These patterns can be assembled into a governance
structure faster than drafting from scratch, while leveraging legal rigor of past work for regulated or
protected data collaboration.



Figure 7:  Decisions about governance should start with research goals and nature of collaboration, then move to what structure
and design elements are needed.



Governance Design Patterns

Like templates for building a spreadsheet or website, governance design patterns are generalizable solutions
for common challenges and decision points in collaboration.

Governance design patterns are often not �nished products that can be transformed directly into contract.
Any real-life governance structure will combine nuances about speci�c data transfer and use with existing
design patterns such as standards, toolkits, reference implementations, process knowledge, and pedagogy.
Governance design patterns themselves must often be customized, or “�lled out,” from their default forms.
Authors of these design patterns can build maps of what kinds of governance design patterns work well with
each other, which don’t, and which, in turn, serve as inputs into new design patterns.

Types of Governance Design Patterns

Data collaborations in biomedical research often feature scientists negotiating legal language directly. Their
selection, combination, and application of legal terms is often ad-hoc, often leading to missing language,
con�icting language, or misinterpretation. Standardizing contract language patterns and de�ning their
interactions creates a common language for governance early in collaborations. And there is precedent, as the
CORE platform hosts a large and growing library of reusable resources23  as design patterns.

More importantly, standard, yet customizable, reusable language creates multiple bene�ts. Such language is
not biased to anyone in the negotiation, meets legal and ethical norms and requirements often missed by
unskilled negotiators, and supports descriptive annotations to facilitate understanding. Standard language
also supports automated data governance regimes such as machine review of data use agreements.24

Therefore, the primary governance design pattern at Sage Bionetworks is legal language, usually (but not
exclusively) situated inside a contract or a license. Other patterns include teaching toolkits and user
interfaces.

There is a wide range of promising areas to explore for establishing standard governance designs and their
constituent design patterns. We review these areas here.

Licenses and Agreements

Licenses, contractual agreements, and regulatory documents can be standard documents, standard
paragraphs to be inserted into custom documents, or templates with signi�cant content �lled in by the users.

Table 2:  Licenses and agreements

Design Pattern Description Example

Open license

A license or contract which contains
provisions that allow other individuals to
reuse data with speci�c freedoms and
conditions. Connected to intellectual
property laws.

Creative Commons,25  Open Database
License,26  Microsoft Open Use of Data
Agreement27

Data use agreement
An agreement that allows use of
restricted data in a speci�c way.
Connected to health privacy laws.

Health Care Systems Network Data Use
Agreement Toolkit28



Design Pattern Description Example

Data transfer agreement

An agreement that allows transfer of
data from one party to another not
associated with the �rst party under
certain terms and conditions. Connected
to data protection laws.

European Commission Standard
Contractual Clauses,29  Uniform
Biological Materials Transfer
Agreement30

Data processing addendum

Standard contractual clauses for
transfer between data controllers and
data processors. Relevant in GDPR
transfers as well as emerging state
legislation in the US.31

IAPP Sample Addendum Addressing
Article 28 GDPR and Incorporating
Standard Contractual Clauses for
Controller to Processor Transfers of
Personal Data32

Public domain
A declaration that no intellectual
property rights exist in a data set or
database.

Creative Commons CC0,33  Public
Domain Database License34

Data Collection and Ingest Mechanisms

Data has to be ingested into systems, so that it can be connected to other data, analytic framework, backup,
and encryption. The data ingest design patterns typically take the form of standard paragraphs that are used
in contracts, �lings (such as clinical protocols), and other legal documents.

For example, in a memorandum of understanding, each side might specify which technical standards will be
used in which parts of the project, or one side might ask the other to assert a level of cybersecurity that meets
federal standards.

Depending on the data type, regulations may require informed consent, simple consent, and compliance with
state and national data protection laws. These legal documents execute a basic set of functions: gathering
permission from a person to take in their data into a research study, cloud platform, business, and applications.
Broadly standard language dominates consumer terms of service and privacy policy, with outright cut-and-
paste common from website to website. A primary goal of most of these documents is to insulate the collector
from liability and the resulting documents are complex, lawyer-oriented, dif�cult to understand, and non-
negotiable. Thus the need for user interfaces to explain data collection is increasingly accepted, with user
experience designs demonstrating impact in informed consent and privacy policies.35

Table 3:  Data collection mechanisms

Design Pattern Description Example

Clinical protocol

A written plan for how a health
condition, drug, or device is to be studied
and the procedure to be followed by the
study, including technology. Connected
to international and national laws in
bioethics.

CDISC Clinical Trial Protocol
Representation Model,36  NIH Protocol
Templates for Clinical Trials37

Informed consent

Standard language and user interfaces
that have been vetted through legal and
ethical review for speci�c types of data,
e.g. health records or DNA

Sage Bionetworks Elements of Informed
Consent,38  GA4GH Model Consent
Clauses24

Privacy policy

Standard language and user interfaces
that have been vetted through legal and
ethical review for apps and websites that
collect user data

Sage Bionetworks Privacy Toolkit39



Design Pattern Description Example

Terms of service

Standard language and user interfaces
that have been vetted through legal
review for apps and websites that collect
user data

Various auto-contract systems
e.g. Formswift,40  LegalZoom41

User quali�cation mechanisms

Data analysis governance design patterns center around how a given project admits users. While closed
projects don’t allow user admission at all (an anti-pattern), a broad range of scienti�c and consumer data
holders use access committee review to decide when and if to allow a new usage of data. Committees
traditionally perform both positive review (“does this researcher meet the minimum requirements?”) and
normative review (“is this use worthy?”).42  More recently, major biomedical collaborations began testing how
broad usage rights granted objectively to users might work, especially in cloud computing.43

Table 4:  User quali�cation mechanisms

Design Pattern Description Example

Data Access Committee (DAC)

A committee, whether a formal or
informal group of individuals, with the
responsibility of reviewing and assessing
data access requests. Many individual
groups, consortiums, institutional and
independent DACs have been
established but there is currently no
widely accepted framework for their
organization and function

dbGAP44

Ethics and Regulatory Review Boards

A formal accredited committee with the
responsibility of reviewing and assessing
research involving human beings.45

Research institutions and governments
typically run their own review boards,
while for pro�t and other independent
review boards provide the same services
for a fee to the public. These boards
review clinical protocols, informed
consent forms, and other study related
material.

AllofUs Research Program Institutional
Review Board,46  WCG-WIRB 47

Quali�ed Researcher

A process by which researchers can
apply to use data with a range of
conditions and freedoms. Reconstructs
some functionality of open licenses
while allowing data download.48

mPower Quali�ed Researcher Release49

Data Passport

A process by which researchers can
apply for general permission to do
exploratory analysis of data with wide
freedoms. Reconstructs some
functionality of open licenses, which
typically prohibits data download50  .

AllofUs Research Program Data Access
Framework43

Registration

Data are available to users who
complete a registration process and
agree to terms of service. Can be used to
construct a non commercial offering.

Catalog of Somatic Mutations in Cancer
(COSMIC)51



Design Pattern Description Example

Open Download

Data are available on the public internet
with no restrictions beyond those
required to gain access to the internet
and norms of attribution.

SyntheticMass FHIR Dataset,52  Center
for Medicare Services dataset
downloads53

Mathematical governance mechanisms

A variety of technical approaches can constitute governance design patterns. De-identi�cation is perhaps the
oldest mathematical design pattern, and is incorporated into laws such as HIPAA as a key pattern of data
governance. New mathematical approaches hold promise to enable extremely broad availability and freedom
at low risk, but can be computationally expensive on enormous data sets in comparison to other forms of
governance.

Table 5:  Mathematical governance mechanisms

Design Pattern Description Example

De-identi�cation

Language in which two or more parties
agree to use either removal of �elds or
mathematical techniques to achieve a
standard of de-identi�cation. Typically
inserted into larger governance
contracts.

De-identi�cation sample clauses54  ,
HHS Sample Business Associate
Agreements55

Blockchain

Language by which two or more parties
agree to use an open, distributed,
permanent ledger to broker transactions
and data use.

Accord project template studio,56

European Commission Feasability
Study57

Homomorphic encryption

Language in which two or more parties
agree to use encryption that allows
computation on distributed storage and
computation while preserving privacy.
Most use so far in emerging smart
contracts regimes.58

N/A

Differential privacy

Language by which two or more parties
agree to publicly expose information
about a dataset by describing patterns in
the dataset without disclosing data
about individuals. Most implementations
cluster in technical projects,59  with little
standard contract language available.

N/A

Data Type

Data type — the kind of data in use — de�nes much of the universe of a collaboration structure. Regulation,
legislation, civil rights, norms, and contracts are tied to speci�c kinds of data, such as electronic health records
and DNA, which are in turn tied to speci�c kinds of risks like privacy attacks.60  Data types are most often
negotiated among collaborators, and are easiest to see inside technical standards, �le formats, transactions,
and more. They are not themselves governance design patterns, although design patterns will make many
references to them.

In our work at Sage Bionetworks, we most often deal with data about DNA and related biological processes,
“real world” data we collect about people’s health through their phones and wearables, and electronic health
records. There is also a vast universe of consumer data available under private contract, such as credit card or
grocery data.



Pre-Existing Governance Design Patterns

We know that standard contract language can have an impact in areas outside of data governance. The
Federal Demonstration Partnership (FDP), a 35-year-old cooperative initiative among 10 federal agencies and
154 institutional recipients of federal funds, implemented a vast set of standard governance documents to
help groups form, apply for, and share federal funding, and report back on the collaboration outcomes.61  An
early FDP survey found that of the time that faculty committed to federal research, 42 percent was devoted
to administrative activities rather than research. Researchers indicated that “grant progress-report
submissions, personnel hiring, project-revenue management, equipment and supply purchases, IRB protocols
and training, training personnel and students, and personnel evaluations” were the top drains on research
time.62

The FDP years ago created what we — in this paper — call governance design patterns. Negotiations using the
FDP contracts can be orders of magnitude simpler and faster because the standard design patterns can create
trust and equality among negotiators, rather than lawyer-to-lawyer negotiation. However, a 2018 survey
found a slight increase in time spent on administrative activity despite the FDP’s existence.63  This increase
may be connected to the lack of support for researchers at institutions implementing negotiations.64  Thus
design patterns themselves will not solve the problem: governance needs implementation, hiring, funding, and
support to succeed.

The FDP is joined by the SMART IRB platform funded by NIH, which eases challenges associated with
initiating multisite research and provides a roadmap for institutions to implement the NIH Single IRB Review
policy. Clinical protocols and consent forms often reuse language from previous projects, replicating the
problem of defending past approaches whether or not they meet the current issue. This creates similar value
to standardized neutral language intended for customization, i.e., design patterns. Like the FDP, SMART IRB
demonstrates the value of legal tools at the design pattern level in contracts and negotiation. This �nding is
replicated in the design of informed consent for national research studies.

We know from the FDP and SMART IRB examples that the standardization of language and process can ease
the burden of drafting contracts for co-writing grants or for regulatory paperwork. But there is no similar
unifying effort for governance design patterns (including, but not limited to legal language) in data-sharing
governance. Nor is there suf�cient recognition of the complexity of implementing these tools in practice. As
the 2018 FDP survey found, simplifying the language does not automatically ease the administrative burden.

Transitioning Data Across Governance Structures

Because we believe that open science makes for better science, we work to promote governance structures
and design patterns that support data sharing in a manner that is as open as possible. But as we note above,
not all data can or should be shared openly at all times.

We see value in exploring how data generated within one governance structure can migrate from a more
closed context to a more open one. This allows us to de�ne a more closed data use context for a small group of
users, and export information and data to a more open structure as a form of publication. This balance is often
impossible to achieve in a single governance structure: patterns that lead to reuse and patterns that lead to
protection create internal con�ict. The solution is to develop a program that uses a different design pattern
for management of digital assets developed across the project lifecycle and/or to design a process that
migrates certain data from one governance structure to the other under the right conditions. These
transitions can create balance between very real needs to protect data during analysis and the very real
opportunities that can come from increased access to data.

Our �rst example provided a different governance structure for sharing of data vs. sharing of analytical
outputs. In this case, a private, pre-competitive group of cancer researchers working together on genetic



subtypes for colorectal cancer perceived that sharing data with one another was worth the risk, but
publishing the data — or the algorithms they build with that data — onto the public internet, under an open
license, was not.65  This project used a club structure to enable data sharing so that each researcher could
develop their algorithm with the extended set of data but, in exchange, the group retained the right to
compare those algorithms and develop a consensus model that could be published openly. This shift in design
patterns supports a transition from club to open structure for key digital assets in a manner that balances the
public bene�t of the collective wisdom with the private incentives of the individual researchers.

Figure 8:  Transitioning from one governance structure to another requires transitioning from one governance design pattern to
another.

A second example illustrates a shift from a trusted environment to an open structure for data sharing over
time. The Accelerating Medicines Partnership for Alzheimer’s Disease, a public private partnership between
the US NIH and the pharmaceutical industry, engaged academic and pharmaceutical industry researchers in a
pre-competitive program to identify new drug targets in Alzheimer’s from multi-omic brain data. The
researchers agreed to share data, algorithms and outcomes with each other immediately upon data
generation — and to periodically migrate those assets into the public domain upon a pre-speci�ed schedule
(ADknowledgeportal.org).

In a third example, the Breast Cancer Surveillance Consortium and the Icahn School of Medicine at Mount
Sinai had a database of 640,000 mammograms. Wondering if machine learning might provide assistance to, or
even match, expert radiologists, they hoped to convene a computational contest. But the data had not been
consented for either high freedom or high availability, and bore risks of re-identi�cation of the patients
represented by the data. Beyond that, the scale of the data made broad access to it computationally and
economically expensive. This required an analysis structure that was tightly controlled, but some form of data
distribution that was liberal enough to support hundreds of data users.66

By creating a synthetic form of the data set — which could be downloaded widely, as it does not represent real
people — a wide set of analysts could use this data to inform algorithm development. Acting as a steward, Sage
Bionetworks could then run models on behalf of the submitters and return results and feedback to allow for
model tuning, iteration, and development. This transition of synthetic data from the model-to-data structure
to open data kept an “air gap” around the real data to protect its privacy, but allowed hundreds of users
worldwide to build algorithms.5



Illustrative use cases

The COVID19 pandemic has forced an unprecedented spike in scienti�c data collaboration.

Our approach of using governance design patterns to rapidly build desired governance structures has, so far,
performed well under time pressure. We illustrate here two use cases, the National COVID Cohort
Collaborative and the COVID Recovery Corps, to demonstrate how we could stand up two different projects
in less than two months without sacri�cing legal quality or ethical rigor.

National COVID Cohort Collaborative (N3C)

The National COVID Cohort Collaborative (N3C) is a collaboration among 60 grant-receiving clinical centers
and their partners, 5 pre-existing distributed health data networks, the NIH’s National Center for Advancing
Translational Sciences (NCATS), and the pre-existing National Center for Data To Health project (CD2H). The
N3C’s goal is to enable detailed data analysis of clinical records for COVID patients for a wide variety of users
while preserving individual privacy of patients.

Formed rapidly in response to the outbreak of the pandemic, the N3C is assembling relevant electronic health
record data of COVID-19 patients from participating institutions. The data live in a secure analytical
environment where tools and algorithms can be rapidly evaluated, and clinicians and researchers can ask
granular and complex clinical questions. Additionally, the same data will drive a synthetic data set available for
broad download and reuse, and partners will expose their data for pre-written federated queries.

As members of the CD2H project, Sage Bionetworks governance leaders chose a suite of governance
structures and transition: �rst, a club managed by NCATS into which data �ows from the many data owners.
Second, the N3C creates a range of transitions for data. Some users sign a data use agreement to get into the
“real” data set, others to run federated queries. Synthetic data will be available for registered download. The
entire process is run through a single ethical review board at Johns Hopkins University under SMART IRB.

By using governance structures and design patterns, the N3C was able to move governance rapidly while
retaining high quality. Within two months of launch, the N3C protocol passed review at Johns Hopkins, more
than 37 institutions have signed the single data transfer agreement, and data access is already in testing. Our
governance aims to enable the project to achieve its goals to improve the ef�ciency and accessibility of
analyses with COVID-19 clinical data, expand our ability to analyze and understand COVID, and demonstrate
a novel approach for collaborative pandemic data sharing.



Figure 9:  How N3C Data Governance is Structured.

COVID Recovery Corps (CRC)

The Covid Recovery Corps (CRC) is a collaborative research study by Columbia University and Sage
Bionetworks, supported by the Chan Zuckerberg Initiative. The CRC aims to enroll people from the New York
City metro area and have recovered from COVID-19 to partner with scientists to better understand the
recovery process and long term effects from the disease.

Some patterns of the CRC are stable governance design patterns: it’s a research study feeding data into a club
under clinical protocols and using informed consent. The study also launches with a 50,000 person Facebook
community, anticipates national at-home testing, and its protocol must contemplate cities other than New
York joining the protocol as new “nodes” on a clinical network.

Using governance structures and design patterns, less than 50 days elapsed between kickoff meetings and IRB
approval for the project.



Figure 10:  How CRC Data Governance is Structured.

Governance and Design In Context

Our approach in this Green Paper sits within a broader movement to apply human-centered design to policy.
The concepts of structures and patterns will be familiar to designers. Part of our argument is that governance
needs design, and that designers should embrace governance as a topic area.

A well-designed governance system must center empathy for those using it, and frame the design work in
terms of their experience of use. While governance creation often starts with desired outcome (e.g., “more
fairness” or “more ethics” or “faster outcomes” or “collaboration formed”) it is rare that those outcomes
include or articulate aspects of the lived experience of technology-based biology/data science. Designing
governance systems for data science, like other digital services, should begin by exploring and pinpointing the
needs of the people who will use the service, and the ways the service will �t into their lives.

One helpful tool for human-centered design is the persona. Based on interviews with a wide variety of users
to understand their views and experiences, it is possible to derive a handful of patterns in the types of users,
each augmented with vivid details — a name, picture, personal history, etc — to conjure an image of the person
being designed for. Personas provide user archetypes that capture the essentials and are easy to recall and
reference throughout the design process. In the context of data use, personas could allow us to test a
governance feature with respect to the needs of a variety of stakeholders in open science.

Scenarios represent another tool. Like a persona, a scenario is an arti�ce that is based on empirical research,
analysis of patterns, and synthesis of attributes, embellished with colorful, memorable details to aid in
functionality. However, instead of creating a set of hypothetical people, we are creating a set of hypothetical
contexts in which they would act. Like personas, scenarios de�ne the space of the possible, and are useful only
as a set (not individually) to explore the robustness of particular options. Also, a hallmark of human-centered
design is frequent, rapid, iterative prototyping, which incorporates user feedback back into the design process



as often as possible. Testbeds to enable frequent, rapid, iterative prototyping and integrate user feedback are
another often overlooked, but entirely necessary, component of the governance enterprise.



Conclusion

Data use collaborations are incredibly diverse in terms of the types of artifacts being shared, the degree to
which they are shared, the purposes with which they are shared, not to mention the power dynamics among
collaborators. This means that we must attend to the design of the rules and incentive structures that govern
human behavior as much as we attend to the design of hardware and software. While there is no one-size-�ts-
all solution, we can learn from observed research collaborations and reuse patterns of governance systems
that worked well for those collaborations when we design new systems of governance, or transition from one
system to another. The important thing is that form follows function: governance must be determined by the
nature of collaboration desired. For example, large projects require governance campaigns and design, are
high impact and rare, and often possess long feedback loops before value creation. Small projects require on-
the-ground governance and immediate feedback loops.

There are limits to the structure-design pattern approach. One is that implementation is messy in reality:
there will inevitably be some trial and error, as technology and governance are co-iterated in practice. Exactly
how technology and governance combine in actual use will be determined when the project runs. Additionally,
institutions within science have longstanding incentives to perform customized governance as a service,
which can make traction for new methods dif�cult. Funder mandates have been quite successful in open
access governance and may be necessary in data governance as well.

Thus by our model we do not mean there is one “right” governance design, but instead that successful designs
must share two traits: they should allow collaborators to get going quickly in a legally valid structure, and they
should also be �exible enough to change to meet the needs of collaborators — especially in the early stages of
design or transition. Turning ad hoc processes into governance design patterns means they can be encoded in
software: services and products can integrate some key patterns and variables, supporting implementation in
daily practice.

Our structure-design pattern for data governance pairing sits inside a growing understanding of how the ways
that human-centered design can help in policymaking and governance. In addition to this Green Paper, which
will map out the landscape of data governance and its mixture into technical platforms, we are in early
development for three major projects that take advantage of that mixture. Each draws on Sage’s goals of
increasing the scope of responsible sharing, of representative data, to increase the reliability of claims that
come out of data analysis.

Like our structure-design pattern work here, the next stage builds on the way we develop software and other
products using human-centered design. The work of using open science to generate reliable claims from
representative data (and of sharing both responsibly) remains laborious, manual, and time consuming. We
propose to extend data governance into software testing frameworks and information architecture to address
this problem.

Reliable Analytic Test Framework

Our Reliable Analytic Environment project looks to extend the concept of automated testing frameworks
from software testing to create similar functionality to evaluate the reliability of analytical outputs. Instead of
looking for software bugs, we will look for reliability bugs and their impacts. These could come from small
sample sizes, failure to implement known best practices, and failure to test against known benchmarks.

Representative Algorithm Test Framework

We propose to create a testing framework for representativeness in medical research. Drawing on research
into social determinants of health and the rapidly increasing public health data sources available, we can begin



to craft software services that take a person’s algorithmic designs and test them against public, semi-public,
and potentially even semi-private data sets to evaluate the likelihood of under-sampling bias. This will allow
data scientists to examine how their code looks beyond their non-representative samples, and see if they are
accidentally encoding bias in their work — and, if so, what the impacts are.

Information Architecture of Data Governance

For areas such as informed consent, privacy policy, contract negotiation, and data licensing, simply generating
and releasing tools and licenses has not been shown to have a nonlinear impact. One reason is that an
enormous amount of tacit knowledge is required to use these kinds of tools appropriately, and they are often
used in spaces that are distant from the data scientist (i.e., lawyers discuss these tools, not coders). Our IA
work will explore how we can learn from libraries and other complex information spaces, so that we can �nd
areas where we need to build tools. Tools could include pedagogical resources (up to and including online
courses), software services, and testing environments.

Epilogue

We envision the models of governance we describe here as part of a fundamental infrastructure for a robust
science commons. This marries the development of technologies for open science with the development of
technologies for their governance. In our vision, the science commons infrastructure would connect scienti�c
knowledge — at least in part — across domains and guide the evolution of data science across scholarly
paradigms. Every scientist would be afforded access to digital services with which to contribute to and bene�t
from a scienti�c knowledge commons and be able, in turn, to manage those services legally and ethically. For
assets from data to algorithms to protocols to prose to diagrams, anyone could store, transfer, compute,
collaborate, publish, read, verify, and critique. This infrastructure will require the hardware and software to
create virtual spaces for data sharing, as well as the governance systems to make data sharing effective,
ef�cient, and responsible.

Effective governance mechanisms would incentivize high quality scienti�c work and protect against abuses.
For example, virtual spaces could be certi�ed for different purposes: zones of complete openness, zones of
privacy, zones that are mixed, and experimental zones that allow for work beyond default rules. Across spaces
with different rules, it may also make sense to allow for selective enforcement to stimulate innovative activity
in virtual “bohemias.” Such spaces could bene�t emergent, quasi-scienti�c domains (e.g. DIY biology), which
need more structure and connection to established �elds than they presently have, but not so much that it
dulls the novel nature of the work. Like hardware and software, governance would have to be tailored and
evolve over time.

Creating a digital infrastructure for the science commons is no small undertaking. But science has always
faced a tragedy of the commons. Vannevar Bush wrote in his now infamous text, Science: the Endless Frontier:
“there are areas of science in which the public interest is acute but which are likely to be cultivated
inadequately if left without more support than will come from private sources.” For the last 75 years, the
federal government has stepped in to address this market failure through the National Science Foundation, a
constellation of National Laboratories, and other means. “Basic research leads to new knowledge. It provides
scienti�c capital. It creates the fund from which the practical applications of knowledge must be drawn.”67

In our science-innovation mythos, the commons was understood narrowly as fundamental scienti�c
knowledge — the “seedcorn” of innovation — and the tragedy of its underproduction was to be solved by
public funding of discipline-based, investigator-driven, basic research. But the world has changed over the last
75 years. Notably, there is no longer a market failure for R&D. Private funding of R&D has surpassed federal
funding since 1980 and that gap has been steadily growing,68  and “innovations often occur that do not
require basic or applied research or development.”69  Despite the growth of scienti�c knowledge over the past
decades, economic productivity has stagnated; more R&D at universities does not automatically translate into
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more value in the economy.70  Something is missing. The scienti�c commons has not disappeared, but it has
shifted … and so has the tragedy.

The old commons tragedy was the production of knowledge, with the focus on the product: our metaphorical
seed corn. The new commons tragedy is the production of knowledge, with the focus on the production: our
metaphorical system of agriculture. Seed corn cannot grow if the topsoil has been eroded, or if a drought has
reduced the amount of available water, or if a shifting climate has increased the number or freezing degree
days, or if bollweevils eat all of our seedcorn because, though monoculture, our stock was not diverse enough.
If collecting more seedcorn is our only tactic, then we may go hungry when our environmental context
changes. Instead, we must have a more diverse set of tactics within an overarching, robust strategy of
cultivation.

How will the practice of science, itself, operate for the good of society in our new era? We must reconceive the
scienti�c commons as a system and, therefore, pay more attention to what lies between individual sciences:
the transdisciplinary infrastructure and boundary-spanning institutions that enable the entire system of
knowledge production to function. We must build the tools and practices for integrating different
communities of knowledge workers into a larger ecology of knowledge in order to make the system as a whole
more productive and more resilient.

Good governance for everyone is where we propose to begin.
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